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We applied embedded cluster and periodic methods to modeling the intramolecular and intermolecular
hydrogen transfer and electron and hole trapping in a crystalline 1,1-diamino-2,2-dinitroethylene �DADNE� by
means of density-functional theory and B3LYP functional. We predict self-trapping of both electrons and holes
to occur and be accompanied by a strong lattice distortion in perfect DADNE crystals. The results also
demonstrate that a combination of periodic and embedded-cluster techniques serve as a powerful simulation
tool for revealing intricate details of the proton transfer in molecular crystals.
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I. INTRODUCTION

Chemical reactions, photoexcitations, as well as carrier
localization and transport processes in molecular crystals are
important for their diverse technological applications in elec-
tronics, as organic dyes, energetic materials, in electropho-
tography and in many other areas. Atomistic modeling of
these phenomena is challenging due to complexity of mo-
lecular and crystalline structures, and large number of con-
figurations available to molecules and reaction products.
Quantum-mechanical calculations of molecular materials
have been carried out either for individual molecules and
small molecular aggregates �see, for example, Refs. 1–5� or
using periodic models �e.g., Refs. 6–8 and references
therein�. Electrons are often well localized on individual
molecules and therefore the constituting molecules largely
preserve their identity in molecular solids.9,10 This lends
some support to molecular calculations, which are often con-
sidered to be a reliable first step in modeling. Although this
approach indeed provides useful preliminary information of
the materials’ properties, it clearly neglects the intermolecu-
lar interactions and crystal-field effects, which are particu-
larly important when molecules are polar or possess nonzero
dipole moment creating long-range electrostatic field in the
system. These effects can be taken into account in the peri-
odic model. However, using this model encounters difficul-
ties when considering reactions involving charge transfer,
electron and/or hole localization and excited states.11–13

The hybrid “embedded cluster” and quantum-mechanical/
molecular-mechanical �QM/MM� methods have long been
used to study defects and reactions in solids involving
charged and excited states �see, for example, Refs. 14 and
15�. They combine quantum-chemical methods for describ-
ing part of the system with classical treatment of the rest of
the system and are extensively used to describe crystalline as
well as disordered solids16 and bio-molecules.15,17,18 Surpris-
ingly, applications of these techniques to molecular crystals
are scarce. This is in spite of the fact that the intermolecular
interactions in many molecular materials are much weaker
than intramolecular interactions and, therefore, these systems
can be easily divided into regions, treated at different levels

of theory and amenable to QM/MM. Recently, a QM/MM
method has been applied to study the structure of a range of
organic molecular crystals.19 At present, we are unaware of
any applications of this method to studying defects in mo-
lecular crystals, where it may have significant advantages
with respect to molecular and periodic models.

In this paper, we use both a periodic and an embedded
cluster method �ECM� to model defects and defect-induced
processes in molecular solids. We employ a self-consistent
ECM technique implemented in the GUESS code.20 This
method has been previously applied extensively to studying
defects in the bulk and at surfaces of ionic insulators.16

We show that the same approach can be used to study mo-
lecular crystals. We then apply the method to study the hy-
drogen transfer as well as electron and hole polarons in a
molecular energetic crystalline material 1,1-diamino-2,2-
dinitroethylene �DADNE�. DADNE crystal is composed of
nonplanar molecules �Fig. 1�a�� arranged into zigzag parallel
layers �Fig. 1�b��.21 DADNE molecules possess a nonzero
dipole moment and the interaction between dipoles makes a
significant contribution into the cohesive energy.

The hydrogen transfer and electron and hole trapping are
examples of relevant problems in energetic and, more gener-
ally, molecular materials, which are difficult to tackle using
periodic or molecular models alone. Our ECM modeling of
the hydrogen transfer in DADNE revealed that it is essen-
tially a collective phenomenon and cannot be properly un-
derstood when simulated by molecular models that neglect
the crystalline environment and the interaction between mol-
ecules. Our periodic and ECM calculations also demonstrate
that both an extra electron and hole can be self-trapped in
perfect DADNE crystal due to their interaction with the lat-
tice. This is important for the understanding of the electronic
properties of organic insulators and molecular crystals and,
as we demonstrate below, is difficult to model using periodic
boundary conditions.

The rest of the paper is organized as follows. In the next
section, we describe the embedded-cluster method and the
computational details. In Sec. III, we test the accuracy of this
method and our computational scheme, and in Sec. IV, we
discuss the results of calculations for hydrogen transfer and
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electron and hole trapping in DADNE. Our conclusions are
summarized in Sec. V.

II. METHODS OF CALCULATIONS

Most of our calculations are performed using the ECM
method and the GUESS code.20 We also use periodic calcula-
tions and the CRYSTAL06 code22 to test or complement some
of our predictions. Within the ECM method, a crystal is rep-
resented with a finite system, which is divided into a rela-
tively small region of interest, described quantum mechani-
cally, and the rest of the system treated classically using the
shell model or rigid classical ions.15,20 The challenging part
of this approach is the description of the bonded interactions
at the border between the QM and classical subsystems.14,20

In molecular crystals, such as DADNE, the molecules are
often linked together by the electrostatic and van der Waals
�vdW� interactions and by hydrogen bonds. The absence of
bonded intermolecular interactions makes the description of
the border between quantum and classical regions simpler
than in the case of covalent or semicovalent systems where
special semilocal embedding pseudopotentials are needed.23

Below we demonstrate that an approach developed for ionic
and atomic systems20 can serve as a first approximation for
describing the electronic structure and defects also in mo-
lecular crystals.

A. General setup of ECM

The ECM takes into account the electrostatic interaction
of the electrons and nuclei inside the QM cluster with the

rest of the host lattice, the perturbation of the lattice by the
defect �by displaced hydrogen, extra electron, and absence of
electron in our case�, and the reciprocal effect of the lattice
polarization on the defect itself. In application to molecular
crystals, the system can be subdivided into several regions
corresponding to different scales, as shown on Fig. 2. Region
I includes several hundred molecules with a QM cluster at
the center. The QM cluster includes an integer number of
molecules and is chosen in such a way that to have zero
dipole moment in order to avoid artificial electrostatic ef-
fects. The positions of all atoms in region I are optimized
using the standard Broyden-Fletcher-Goldfarb-Shanno
�BFGS� algorithm.24

Region I is surrounded by a finite region II, which com-
prises several thousand molecules, where atoms are kept
fixed in their ideal positions in the crystalline lattice. The
role of this region is to mimic the infinite crystalline envi-
ronment and provide correct representation of the electro-
static potential and short-range intermolecular interactions
inside region I. The matrix elements of the electrostatic po-
tential produced by regions I and II are included into of the
Kohn-Sham equations, which are solved for the electrons in
the QM cluster. In addition, the non-Coulomb short-range
interactions between the molecules in regions I and II are
included to provide correct boundary conditions for calcula-
tions of geometric structure of QM cluster.

The total energy of the whole system is given by:

E = EQC + WQC+CL + ECL,

where EQC is the energy of the QM cluster in the electrostatic
potential of the rest of the crystal; WQC+CL describes the
energy of non-Coulomb interactions between the quantum
atoms inside the QM cluster and classical atoms in region I;
ECL is the total energy of the classical environment �per-
turbed by a defect inside the QM cluster�. The quantum-
mechanical contributions to the total energy and forces are
calculated using the GAUSSIAN03 package.25 In the calcula-
tions described below, we used the hybrid B3LYP density
functional.26,27

A method of calculation of WQC+CL is central to all ECM
techniques and strongly depends on the system. The aim here

FIG. 1. �Color online� The crystalline structure of DADNE. �a�
Molecules are arranged into parallel polar layers; �b� the in-layer
molecular arrangement demonstrates the hydrogen bond network.
Broken lines �1�, �2�, �3�, and �4� show nonequivalent connections
of nitro �O-Nn-O� and amino �H-Na-H� groups along which inter-
molecular hydrogen transfer may occur. Atoms related to amino and
nitro groups are denoted with lower index “a” or “n,” respectively.

FIG. 2. �Color online� A schematic representation of the Embed-
ded Cluster Model. The quantum cluster is shown in the center of
the fully relaxed region I, which is surrounded by the constrained
region II. The blown-up region shows the interface between the
quantum and classical regions.
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is to make sure that electrons at the border of a QM cluster
are described correctly and do not experience any artificial
perturbations caused by the fact that part of their neighbors
are classical atoms. The latter may cause spurious electron
polarization toward positively charged classical ions and
other undesirable effects. To avoid that, in ionic crystals,
positive ions surrounding a QM cluster are usually repre-
sented by their full ion pseudopotentials.20 In this work, in
the first approximation, the atoms constituting the molecules
outside the QM cluster are treated classically and no embed-
ding pseudopotentials are introduced. However, the classical
interaction of the atoms inside the QM cluster with those
outside the QM cluster is included via the same short-range
interatomic potentials as in the classical part of region I �vide
infra�. Tests presented in the next section demonstrate that
this is a reasonable approximation for the type of problems
considered in this work.

To choose an appropriate basis set, we have performed a
series of molecular and ECM calculations. For molecular
calculations, we have tested split valence basis sets 6-21G,
6-31G, 6-31+G�, 6-31+G��, and the extensive correlation
consistent basis set cc-pVTZ. We have found that the 6-31
+G�� basis set provides the best compromise between the
accuracy and efficiency in molecular calculations.

In solid state ab initio calculations, the basis set is effec-
tively richer due to interference between the basis functions
of different centers. Testing 6-21G, 6-31G, 6-31+G�, 6-31
+G�� basis sets in ECM calculations demonstrated that in-
creasing the basis set beyond 6–31G induces a pseudolinear
dependence “catastrophe,”28 and the 6-31G and the 6-21G
basis sets yield a negligible difference in the electronic struc-
ture of the system. This is consistent with a general trend29

and with the earlier careful tests performed for several ener-
getic crystals.30–32 Therefore, in ECM calculations, we used
the 6-21G basis set.

The DFT method used in this work does not fully include
the vdW interaction between molecules. In order to estimate
the significance of the vdW contribution in determining the
properties of DADNE, we have compared the interaction en-
ergy profiles obtained for two DADNE molecules using
B3LYP �Refs. 26 and 27� and a recently developed density
functional �vdWDF�.33 We have found that B3LYP and vd-

WDF give very similar equilibrium geometries of DADNE
molecules and distances between molecules. Since in peri-
odic calculations we are mostly concerned with differences
between total energies of the initial and final states of the
system, it seems reasonable to assume that neglecting the
vdW interactions will hardly affect our conclusions. In ECM
calculations, region II is fixed in the perfect lattice geometry
and cohesive energy is not considered. The vdW contribution
is not accounted for only within the QM cluster. Therefore
relative energies should be even less affected. The recent
study of a series of molecular materials lends a strong sup-
port to this approximation.34 Nevertheless, taking into ac-
count the vdW interaction may prove to be more important
for other molecular solids and can be achieved, for example,
by including a damping function35,36 or empirical terms into
the Hamiltonian.33

B. Force field

Different force fields are used for describing the intermo-
lecular and intramolecular interactions in region I. The in-
tramolecular interactions are described by pairwise Morse
potentials, three-body bending potentials, and four-body tor-
sion potentials. In the current scheme, the Coulomb interac-
tions inside the molecules are effectively accounted for by
pairwise Morse potentials. The parameters of the intramo-
lecular potentials37 were fitted to reproduce the structure and
vibrational frequencies of isolated molecule and the crystal-
line structure obtained using the B3LYP density functional.

The intermolecular interactions include the Coulomb in-
teraction, the hydrogen-oxygen interaction within the mo-
lecular layers and the vdW interaction. To account for the
Coulomb interaction, each atom in the classical regions I and
II is assigned a partial charge obtained from ab initio calcu-
lations using a natural population analysis �NPA�,38 as imple-
mented in the GAUSSIAN03 code. Then, the classical charges
were iteratively optimized to provide a consistent set of ionic
charges in the quantum cluster and the classical environment.
The obtained classical ionic charges on nitrogen atoms are
fairly close to those in the QM cluster; the average values of
quantum charges on hydrogen and oxygen atoms differ from
those in the classical environment by only 0.05–0.08 e; the

TABLE I. Geometry parameters of a single DADNE molecule and a molecule in the crystalline environ-
ment. Bond lengths are given on angstroms, Å, bending and torsion angles are in °.

Parameter Gas phase ECM eight molecules Periodic Experiment �Ref. 21�

C=C 1.43 1.47 1.49 1.46

C-Na 1.34 1.32 1.34 1.32/1.325

C-Nn 1.43 1.41 1.41 1.4/1.426

Na-H 1.002/1.008 1.01 1.04 0.84

Nn-O 1.23/1.26 1.3 1.32 1.25

intramolecular H-O 1.75 1.75/1.8 1.76/1.81 1.97/2.03

�Na-C-Na 117.32 117.78 119.8 118.4

�Nn-C-Nn 116.63 118.54 117.5 116.21

�Na-Ca-Cn-Nn
1 −12.6 −4.7 /−7.0 −3.5 −4.0

�Na-Ca-Cn-Nn
2 167.3 174.2/177.8 176.8 177.0
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quantum charges on carbon ions attached to nitro groups are
slightly larger �by 0.12 e� than those in the QM cluster due
to effectively richer basis set. This charge set provides the
stable geometry and the correct electronic structure of the
modeled system, as will be illustrated below.

The parameters for nonbonded intermolecular Lennard-
Jones potentials were initially obtained for rigid DADNE
molecules39 and readjusted in this work to achieve consis-
tency with the used model of fully flexible molecules and the
set of effective charges. The H-O interactions are described
by Lennard-Jones potentials fitted to the results of ab initio
calculations of the interaction energy between two DADNE
molecules within one molecular layer. This force field repro-
duces correctly the geometry of the crystalline DADNE �see
Table I�. For example, the intramolecular torsion angles �see
Figs. 1�a�� �Nn-Ca-Cn-Na

1 and �Nn-Cn-Ca-Na
2 for DADNE

molecules in the QM cluster are equal to −4.7° and −178°, in
good agreement with their experimental values of −4.7° and
−177°, respectively.

The structure of molecular crystals is to a large extent
determined by the hydrogen bonds between the molecules.
The positions of light hydrogen atoms are determined indi-
rectly from x-ray experiments. At the same time, the inter-
molecular distances between amino nitrogen and nitro oxy-
gen, Na-On, are measured directly and can serve as a good
parameter for characterizing the hydrogen network. The ex-
perimental values of Na-On in crystalline DADNE are 3.0
and 2.61 Å �Ref. 21� whereas our force field provides values
of 3.03 and 2.69 Å. The parameters of the force field used in
this paper are summarized in Tables II–VI. Before consider-
ing the applications of this technique, we describe the results
of tests performed to justify the validity of approximations
made and compare the properties of isolated molecules with
those in the crystalline environment described by ECM.

C. Properties of the perfect lattice

The quality of embedding can be assessed by comparing
the results of ECM calculations with those obtained using
periodic boundary conditions and a similar computational
method. In this case, it is convenient to use the CRYSTAL06

code,22 which employs the same density functional and basis
set as used by the ECM. In order to check how the ECM
results depend on the QM cluster size, we have performed a
series of calculations using QM clusters containing m mol-
ecules �m=4, 6, 8, and 14�, further denoted as QCm. The QC4
cluster �See Fig. 3�a�� replicates the crystalline unit cell and
has zero dipole moment due to symmetry. QC6 and the QC8
�Figs. 3�b� and 3�c�� have been chosen to model chemical
reactions and charge transfer between two molecules as they
provide the quantum environment for the intermolecular
space between two molecules. Finally, in QC14, the central
DADNE molecule is fully surrounded by molecules treated
quantum mechanically, which should allow us to model
structural defects, such as molecular vacancy, stereo isomers
etc., and chemical reactions in future studies.

We found that the size and topology of QM clusters have
negligibly small effects on the equilibrium geometry of mol-
ecules inside the QM cluster. We have observed only a small
elongation of C=C bonds by about 0.005 Å with the in-
crease in the QM cluster size while the rest of the intramo-
lecular parameters remained the same as in the perfect crys-
tal calculated using the CRYSTAL code. At the same time, the

TABLE II. Effective atomic charges used for nonbonding inter-
actions in DADNE simulations.

Effective atomic charges, �e�

Ca +0.44

Cn +0.06

Na −0.83

Nn +0.48

H1 /H2 +0.48 /+0.43

O1 /O2 −0.34 /−0.47

TABLE III. Intramolecular Morse potentials U=F�1
−exp�-��r-r0���2.

Atoms
F

�eV�
r0

�Å�
�

�Å−1�

Ca-Na 3.17 2.67 1.34

Na-H 4.03 2.10 1.01

Ca-Cn 6.33 1.57 1.43

Cn-Nn 2.91 1.80 1.43

Nn-O 6.20 1.94 1.24

TABLE IV. Intramolecular three-body bending potentials U
=1 /2kB��-�0�2.

Atoms
kB

�eV / rad2�
�0

�deg�

H-Na-H 2.63 121.58

H-Na-Ca 3.15 117.76

Na-Ca-Na 10.26 117.57

Na-Ca-Cn 6.28 121.21

Nn-Cn-Ca 5.71 121.58

Nn-Cn-Nn 12.35 116.84

Cn-Nn-O 4.78 118.81

O-Nn-O 9.93 122.35

TABLE V. Intramolecular four-body torsion potentials U
=kT�1-cos��-�0��.

Atoms
kT

�eV�
�0

�deg�

H-Na-Ca-Na 0.31 −17.25

H-Na-Ca-Cn 0.46 +1.80

Na-Ca-Cn-Nn 0.07 −13.50

O-Nn-Cn-Nn 0.90 +23.60

O-Nn-Cn-Ca 0.25 +21.40

Na-H-H-Ca 0.00 +12.80

Nn-O-O-Cn 6.60 +1.43
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variations in the interlayer C-C and N-N distances with re-
spect to the cluster size do not exceed 0.03 Å. However, due
to a small difference between charges on the atoms inside the
QM cluster and in the classical regions I and II, the intermo-
lecular H-O distances between classical and quantum mol-
ecules on average are slightly longer �0.15 Å� than these in
the perfect crystal. The dispersion of these distances is
0.1 Å.

The cluster size does not affect significantly the nature of
electronic states forming the top of the valence band and the
bottom of the conduction band. The highest occupied mo-
lecular orbital-lowest unoccupied molecular orbital �HOMO-
LUMO� band gap as a function of the QM cluster size varies
from 3.3 to 3.54 eV. This is caused by the difference in
topologies of the QM clusters �see Fig. 3�.

The geometric parameters of molecules, including equi-
librium bond lengths, angles, and torsion angles, obtained
using different techniques are summarized in Table I together
with the experimental data. We note that our molecular cal-
culations are consistent with the previously reported
results.3,4 As expected, our ab initio periodic and ECM cal-
culations of the geometry agree well with the experiment21

and earlier periodic calculations,40 however, slightly differ
from the molecular geometry in the gas phase.2 The most
significant difference is the length of the C=C bond, where
the value obtained via ECM is consistent with
experiment21,40 and periodic calculations.40 We note that, due
to the inclusion of the crystalline field in the method, the
torsion angles Na-Ca-Cn-Nn in ECM calculations are in a
better agreement with the experimental parameters then
those for a single molecule �See Table I and Fig. 2�a��.

To test further the effect of the boundary between the
quantum cluster and the classical region on the nature of
electronic states, we calculated the electronic structure of the
perfect QC8 cluster with an excess electron. In the perfect
frozen lattice, the extra electron should delocalize equally
between the molecules of the QM cluster. Hence, should the
electron localize preferentially on one group of molecules or
tend to escape outside the cluster being attracted by posi-
tively charged classical ions, this would indicate that our
embedding method does not work properly. On the other
hand, the artificial delocalization could manifest itself in the
HOMO having strong contributions of the most diffuse
primitive orbitals extending outside the cluster. Notably, our
results demonstrate that the extra electron is fully delocalized
over the quantum cluster almost equally occupying the mo-
lecular orbitals of nitro groups. Also, we have not found

excessive occupation of the diffuse functions of quantum
oxygen ions that might indicate the artificial polarization at
the border. This is because the negatively charged classical
oxygen and nitrogen atoms surrounding the QM cluster repel
an extra electron and effectively screen the positively
charged hydrogen atoms, as appropriate, and prevent artifi-
cial spreading of the electron density outside the QM cluster.
These tests assured that the ECM in the developed imple-
mentation accurately reproduces the basic properties of ideal
DADNE lattice.

D. Molecule versus crystal

As discussed in the Introduction, a number of previous
calculations for DADNE have been carried out using isolated

TABLE VI. Intermolecular Lennard-Jones potentials U
=A /R12-B /R6.

Atoms
A

�eV Å12�
B

�eV Å6�
Rcutoff

�Å�

C-C 67800.0 44.26 50.00

H-O 29.8 0.90 2.50

O-O 5500.0 15.30 50.00

N-N 60000.0 27.00 50.00

H-H 930.2 2.17 50.00

FIG. 3. �Color online� Quantum clusters used in ECM calcula-
tions differ in their shapes and topologies due to symmetrical and
zero net dipole moment considerations: �a� The four-molecule QM4

cluster represents the DADNE unit cell; �b� The six molecule QM6,
�c� the eight molecule QM8 clusters include molecules from three
adjacent molecular layers, which is necessary to model a hydrogen
transfer process; and �d� The 14 molecule QM14 cluster is con-
structed in such a way that the central DADNE molecule is fully
surrounded by its quantum-mechanical molecular neighbors.
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molecules.2–4 Since a significant part of the effect of the
crystalline environment stems from the electrostatic interac-
tion with the molecules constituting the lattice, it is illumi-
nating to evaluate the contribution of the surrounding mol-
ecules into the on-site electrostatic potential �EP� on atoms
constituting each molecule. For this purpose we calculated
the EP on atoms in an isolated DADNE molecule and in a
molecule embedded in the crystalline environment described
by both EMC and periodic models. All three types of classi-
cal calculations were performed using the GULP code41 and
the NPA atomic charges obtained using GAUSSIAN03 calcula-
tions for a single molecule with the B3LYP functional and an
extended basis set.

These calculations reveal strong variations in the EP
within an individual molecule, with the 20 V difference in
the value of the EP between nitrogen atoms belonging to
amino and nitro groups and with the lowest EP on the oxy-
gen ions �See Fig. 4�a��. The importance of EP for properties
of organic molecules was pointed out earlier for a series of
materials.42 The relative values of the EP on the same atoms
in a molecule inside a perfect crystal demonstrate the effect
of the crystalline environment. These values for the indi-
vidual molecule and for the periodic lattice are presented in
Fig. 4�b�. They demonstrate an about −3 V shift of the EP
value on the hydrogen atoms due to the crystalline environ-
ment, whereas the EP on oxygen atoms is shifted only by
0.2–2 V.

Ideally, the EP values should be equal in the periodic and
ECM models. The difference between the EP values in the
cluster and periodic models is quite small for carbon ions
and nitro groups. For hydrogen ions, this difference reaches
0.3 V, which is small with respect to the absolute values of
the potential on the site �see Fig. 4�c��. This difference stems
from the finite size of the quantum cluster used in the EMC
calculations and the fact that it has a nonzero quadruple mo-
ment.

Further, we have performed the analysis of the electronic
structures of a single DADNE molecule, a periodic DADNE
crystal and a QM cluster embedded into the classical crys-
talline environment. We found that the splitting between the
HOMO and the LUMO in a single molecule is 4.77 eV �See
Fig. 5 and Ref. 2�. The energy gap between the occupied and
unoccupied electronic states decreases in the solid due to
intermolecular interactions. Indeed, the band gap obtained in
the periodic CRYSTAL calculations is equal to 3.46 eV �Fig.
5�b��. The ECM calculations for the quantum cluster contain-
ing eight molecules give 3.44 eV �see Fig. 5�c��. These re-
sults are consistent with the band gap of 3.4 eV obtained in
earlier calculations by the Hartree-Fock method and cor-
rected for electronic polarization by many-body perturbation
theory.43

Further analysis of the nature of occupied and unoccupied
states in a single DADNE molecule demonstrates similarities
with the states forming the top of the valence and the bottom
of the conduction band in the solid DADNE. Indeed, the
HOMO in both the single molecule and the perfect crystal is
formed predominantly by the atomic orbitals of carbon at-
oms and oxygen atoms of the nitro groups with a small con-
tribution from nitrogen atoms of the amino groups. The
lower lying HOMO-1 state is formed by the atomic orbitals

of the oxygen atoms of the nitro groups. The HOMO-2 state
is formed by the states of nitrogen of amino and nitro groups,
and oxygen atoms.

One can note also some differences between the elec-
tronic states of a single molecule and the DOS of the crys-
talline DADNE obtained in periodic and ECM calculations
�see Figs. 5�a�–5�c��. There is a good correspondence be-
tween the highest occupied levels of a DADNE molecule and
the top of the valence band of crystalline DADNE. However,
in the crystal, a level at the energies below −10 eV formed
by hydrogen atoms split from the deeper states �Figs. 5�b�
and 5�c��. This is due to the intermolecular interactions of
hydrogens with nitrogen and oxygen atoms, which is charac-

FIG. 4. �Color online� The electrostatic potential difference on
atoms of a DADNE molecule. �a� EP calculated for a single
DADNE molecule �red circles�, a molecule in the center of nano-
cluster �blue squares� and a molecule in perfect crystal �green dia-
monds�. One can see that influence of the crystalline field is re-
flected in the shift of the EP for nanocluster and periodic model
with respect to a single molecule. �b� The relative difference in
electrostatic potential between molecular and cluster models �red
squares�, and between molecular and periodic models �blue circles�.
One can see that the functional groups are more affected by the
crystalline field: the magnitude of EP deviation reaches 3 V for nitro
and amino groups. �c� The relative difference, �, between electro-
static potentials in periodic and cluster models. This plot demon-
strates the error in reproducing the electrostatic potential in an in-
finite crystal modeled by a finite cluster. The largest deviation in EP
on hydrogen ions is 0.3 V, which is small in comparison with ab-
solute values of EP.
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teristic for the crystalline environment. One can see that this
feature of the DOS is also reproduced in the ECM calcula-
tions.

The lowest unoccupied levels of a single molecule,
LUMO and LUMO+1, are formed by the states of nitro
groups. In the perfect crystal, these levels correspond to the
subband in the conduction band at −1.5 eV. This feature is
well reproduced in both the periodic and ECM calculations.
The next unoccupied level of a single molecule, LUMO+2,
is formed by a mixture of hydrogen and nitrogen atomic
orbitals. In the crystal, this level corresponds to a subband in
the conduction band. However, its position in the ECM
model is shifted in comparison to that in the periodic model.
This is an artifact of the boundary conditions, where the
interactions of quantum hydrogen atoms with the classical
atoms at the QM cluster border contribute to the energy and
effectively lower the position of these electronic levels.

Thus, the most substantial effect of the intermolecular in-
teractions evident so far is the smaller crystalline band gap
�3.4 eV� as compared to the gas phase HOMO-LUMO gap
�4.8 eV� and certain perturbations of deep valence-band lev-
els and relative shift of unoccupied levels. This implies that,
in spite of the fact that the electron density of the system is
well localized on individual molecules, the interaction be-
tween them in the crystalline matrix is non-negligible, espe-
cially for considering higher electronic excitations, whose
energies may be estimated incorrectly in a molecular ap-
proach.

III. HYDROGEN TRANSFER IN DADNE

Several experimental reports provide indirect evidence for
the hydrogen transfer in DADNE. The presence of water and
NO species among the DADNE decomposition products44,45

also suggests that the hydrogen transfer could act as a poten-
tial precursor for its overall thermal decomposition. We de-
fine the hydrogen-transfer process hereafter as a short-

distance migration of a hydrogen atom �or ion� from an
amino to a nitro group either within a single molecule or
between two nearest-neighbor molecules �see Fig. 6�, which
is accompanied by hydrogen bond switching �N-H---O
→N---H-O�. Note, in this study, we did not consider “glo-
bal” proton transfer, which involves H-bond wires and may
be coupled to global structural rearrangements �see, for in-
stance, Ref. 46�.

One of the possible configurations of a hydrogen atom
attached to the neighboring nitro group �H-O-N-O forma-
tion� within the same molecule is shown in Fig. 6. In our
ECM calculations, it proved to be unstable. The potential-
energy profile along the direction from amino to nitro group
demonstrates a monotonous energy increase with no local
minimum. Therefore hydrogen returns back into its initial
position in the molecule when relaxed at any position on this
path.

According to the NPA analysis, hydrogen is in a positive
charge state in all the configurations along the transfer path.
The redistribution of the electron density on atoms due to the
broken N-H bond confirms that the electron density remains
mostly localized at the host nitrogen atom �its atomic charge
changes from −0.7 to −0.9 e� and only a small amount of it
is delocalized over oxygen atoms. Hence, the strong electro-
static interaction between the H+ and the host N− ions pre-
cludes the hydrogen transfer. This conclusion is consistent
with the previous calculations of individual DADNE mol-
ecules, where no hydrogen transfer with the formation of a
stable HONO isomer has been observed.2

Searching for other intramolecular hydrogen transfer
paths, we have found a local energy minimum corresponding
to a metastable HONO arrangement �see configuration �2� in
Fig. 6� in which the hydrogen atom is located between the
two oxygen atoms of a nitro group. The energy of this con-
figuration is, however, by 1.98 eV higher than the perfect
lattice energy. There is no obvious short-distance pathway
for hydrogen to travel from the host amino group to this local
minimum configuration, which would be consistent with
switching of hydrogen bonds �Fig. 6�. Using a nudged
elastic-band method47 we have found that the system needs
to overcome a barrier of 4 eV to reach this minimum. The
proton-migration path passes by the nitro carbon due to its
relatively small positive charge. At the transition state, the
proton is at 1.3 Å over the carbon ion. Then, after passing
positively charged nitrogens of neighboring nitro groups,
proton reaches the area, where the adiabatic potential profile

FIG. 5. �Color online� One-electron energy spectrum of a single
DADNE molecule �a� is compared to the density of states of a
perfect DADNE crystal obtained from �b� ab initio periodic calcu-
lations, and �c� ECM calculations. The nature of the states forming
the bands is discussed in the text.

FIG. 6. �Color online� Two HONO-DADNE molecular isomer
configurations are shown: the location �1� of hydrogen atom is un-
stable due to insufficient electronegativity of oxygen relative to the
host nitrogen atom; the proton finds a metastable location �2� by
attaching to the nitro group.
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has a descending character due to the high electron density
supplied by oxygen ions, and finds a stable position between
them.

We note that the calculated barrier is much higher than the
experimental estimate of the thermal-activation energy of
DADNE decomposition of 58 kcal/mol.44 Therefore, HONO
formation does not seem to be a feasible candidate for the
thermal initiation of DADNE decomposition under gentle
thermolysis conditions. However, proton can occur in this
configuration as a result of the hydrogen diffusion in the
crystal or due to another high-energy process, for example,
shock or irradiation.

In order to study the intermolecular hydrogen transfer, we
have considered several in-layer directions as shown by bro-
ken lines in Fig. 1�a�, and again constructed a mesh of initial
guesses for the hydrogen positions. Regardless of the initial
guess, hydrogen relaxed back into the initial geometry and
did not form a stable HONO configuration with neighboring
molecules. Thus, the results of our calculations demonstrate
that intermolecular transfer does not take place in crystalline
DADNE either.

Our results demonstrate that the hydrogen transfer and
following HONO formation hardly play an important role in
the thermally activated initiation chemistry of DADNE con-
trary to earlier predictions.44 We note that proton transfer in
hydrogen-bonded materials is a common process, which has
been modeled using several methods �see, for example, Refs.
6–8�. As was noted above, the proton separation from the
neutral host molecule leads to the formation of a dipole mo-
ment between them. The Coulomb attraction of the proton to
the negatively charged molecule is the main reason for the
high separation barrier in our case. Large periodic cells
would be required to eliminate the cell-size effects and the
interaction between the periodically translated dipoles. Thus
using ECM offers an advantage with respect to periodic cal-
culations in this case.

IV. MODELING ELECTRON AND HOLE POLARONS

Another example of a problem, which benefits from com-
bining ECM and periodic calculations, is electron and hole
trapping in insulators.16 Will carriers undergo free-band
propagation or will they instead become self-trapped or
trapped by impurities is a basic issue. Polarons in molecular
crystals have been a topic of numerous model studies before
and after classical work by Holstein and Emin.48,49 However,
many-electron ab initio calculations of polarons in these
crystals are still scarce �see, for example, Refs. 7, 8, and 50�.
An answer to a crucial question as to whether or not the
carrier is localized depends strongly on the Hamiltonian used
in such calculations. It is well established that calculations
using the Hartree-Fock approximation tend to localize elec-
trons and holes and these using DFT and local-density ap-
proximation �LDA� or generalized gradient approximation
�GGA� approximations tend to predict delocalized
solutions.51,52 Therefore making reliable predictions is diffi-
cult.

An advantage of using ECM here is that a single extra
charge can be modeled using a relatively small QM cluster

whereas the polarization of the rest of the solid is accounted
for via polarization of the region I. Comparing with experi-
ment requires calculating optical and magnetic characteris-
tics of localized carriers, which is again easier within mo-
lecular methods implemented in ECM. Disadvantages are
that in ECM, an extra electron or hole is confined to QM
cluster and also that perturbations induced by the boundary
effects can trigger localization. Therefore this method re-
quires calibration with respect to periodic calculations to re-
liably establish the character of carrier localization. It is best
applied to calculating the spectroscopic properties and diffu-
sion barriers of localized polarons.16

Reliable predictions of the character of electron or hole
localization in solids require going beyond LDA or GGA
approximations of the standard DFT.51,52 To establish the
character of carrier localization one can use a periodic
method and DFT with density functional including nonlocal
exchange. In particular, using hybrid density functionals
proved to be a practical way of including nonlocal exchange
interaction necessary for treating localization/delocalization
problems.16,51 Yet, the result can depend on the amount of the
Hartree-Fock exchange included in the functional.16 Below
we describe both periodic and ECM calculations of an extra
electron and hole in DADNE performed using the B3LYP
functional. We note that the only other periodic calculations
for polarons in a molecular crystal we are aware of have
recently been carried out for polyethylene.8

A. Periodic polaron calculations

The periodic CRYSTAL06 calculations employed 2�2�1
and 2�2�2 supercells containing 16 and 32 DADNE mol-
ecules, correspondingly. Using these supercells ensures good
balance between computational effort and spacing of the pe-
riodic images. In addition, Durand-Barthelat effective core
potentials with their associated valence basis sets �equivalent
to the basis set used in the embedded-cluster calculations�
were used for the 1s shells of C and O to speed up the
convergence process.53 Eight k points in a Monkhorst-Pack
scheme were selected for the k-point mesh.

The electronic structure of DADNE crystal inherits the
main features of the molecular electronic structure �see Fig.
5�. Indeed, the top of the valence band of the crystal is
formed by carbon states and oxygen orbitals of nitro groups;
when deeper valence-band levels are formed by the amino
groups and carbon atomic orbitals. The bottom of the con-
duction band is mainly formed by the orbitals of the nitro
groups. These states form a narrow band, which is split from
the next subband of the conduction band and causes the elec-
tron localization described below. In the perfect lattice cal-
culations, an extra electron populates this LUMO state and is
delocalized over the nitro groups of the molecules constitut-
ing the periodic cell. The excess charge was compensated by
a charged background. However, if the lattice relaxation is
allowed, the excess electron induces a pronounced lattice
distortion accompanied by the electron localization. The ex-
tra electron charge is unequally distributed between the two
neighboring molecules in adjacent layers. One of them has a
larger amount of spin density than the other and it is local-
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ized on the nitro groups of each of the two molecules 1 and
2 �see Fig. 7�a��.

The polaron-induced lattice deformation along the z axis
�perpendicular to the layers� is relatively small, however, the
two electron-bearing molecules move apart. This induces an
increase in the distance between the carbons atoms bonded
with the nitro groups by about 0.5 Å. The intralayer relax-
ation exhibits smaller shifts of molecules �0.25 Å� around
the two molecules. The intralayer hydrogen bonds between
uncharged and electron-bearing molecules are shortened
from the distances characteristic for the neutral crystal
2.04 /2.01–1.79 /1.82 Å. This is due to the attraction be-
tween the protons and the oxygen atoms bearing the extra
negative charge. Due to the asymmetric character of the extra
electron localization, the local geometries of the molecules 1
and 2 also differ. The O-N bond in the molecule 1 is elon-
gated from 1.31 to 1.33 /1.36 Å. For the molecule 2 with
only about 30% of the extra electron, there is almost no
change in N-O bond length. At the same time the N-C bonds
in both molecules become shortened from 1.4 to
1.35 /1.39 Å, whereas the C=C bond length is decreased by
0.2 Å. The rotation angles of nitro groups with respect to the
molecular plane increase by 12° /25° and 10° /13°. At the
same time, �O-N-O and �N-C-N angles in both molecules
are changed only within 2° with respect to the perfect geom-
etry.

Ionization of perfect DADNE crystal leads to hole local-
ization on the two neighboring molecules in adjacent layers.
The spin density is again unequally distributed between the
two molecules, with a larger density on the molecule 1 �see
Fig. 7�b��. The hole polaron occupies the nitro carbon and
the nitro groups of the molecule 1 and polarizes one nitro
group of the molecule 2 �see Fig. 7�b��. This is accompanied
by a split of a one-electron level, which is located inside the
valence band in the perfect crystal, up from the top of the
valence band by about 0.4 eV after the hole localization. The
interlayer relaxation of the geometry along the z direction is
negligible, except that the polaron-bearing molecules 1 and 2
shift toward each other: the distance between the carbon at-
oms in these molecules decreases from 4.41 to 4.12 Å, and
the interlayer distance between the nitrogen atoms decreases
by 0.42 Å. The intralayer relaxation is similar to that for the
electron polaron: there are small interlayer displacements of
molecules with respect to each other, which are facilitated by
the flexibility of hydrogen bonds. Due to the lack of charge,
the intermolecular attraction between the O atoms of mol-
ecules 1 and 2 and a respective proton of the nearest neutral
molecule is weakened, which leads to a slight increase in the
H-O distance to 2.06 Å. The intramolecular parameters are
also affected by the presence of the trapped hole. The O-N
bond lengths in the molecules 1 and 2 decrease by
0.1–0.2 Å, whereas the C-N bonds elongate by 0.3–0.4 Å,
and the C=C distance increases by 0.2 Å. The intramolecu-
lar �O-N-O and �N-C-N angles change by only of 2° –3°.

B. ECM polaron calculations

In the ECM calculations we used a QM cluster including
eight molecules �see Fig. 3�c�� surrounded by region I with
the radius of 20 Å. The basis set for the ECM calculations is
described above. These calculations gave very similar
results—the extra electron is delocalized in the perfect lattice
and becomes localized on the nitro groups of two molecules
after the relaxation with self-trapping energy of about 0.5 eV.
In ECM, the radius of the region where molecules are al-
lowed to relax is much bigger than in the periodic calcula-
tions as it involves the whole region I. As has been shown,54

defect-induced relaxation in solids formed by flexible net-
works can propagate far from a defect site. Analysis of the
lattice distortion caused by the electron trapping shows that
atomic displacements as large as 0.05 Å are still induced at
the distance of about 15 Å from the defect center, i.e., much
beyond the border of the QM cluster �11.5 Å�. Not surpris-
ingly, the lattice relaxation is mainly characterized by defor-
mation and rotation of flexible nitro and amino groups. In the
case of the electron polaron, the largest atomic displacements
of the order of 0.17 Å correspond to nitro groups. They are
caused by the fact that the extra electron localized on nitro
groups strongly repels the surrounding nitro groups because
their oxygen atoms bear a negative charge. At the same time,
the amino groups are less affected by polaron localization:
their largest displacements do not exceed 0.11 Å. Carbon
atoms are perturbed the least and displaced only by
�0.04 Å.

The character of the intralayer relaxation is similar to that
obtained via the periodic model. Indeed, hydrogen bonds be-

FIG. 7. �Color online� Spin-density plot of localized electron
and hole polarons in DADNE crystal. �a� An extra electron localizes
over two molecules �1� and �2� in neighboring layers. An electron
occupies molecular orbitals of nitro groups; �b� a hole, similarly to
an electron, localizes over two molecules in neighboring layers to
minimize dipole moment of the system.
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tween uncharged and electron-bearing molecules are short-
ening to 1.77 /1.79 Å. Due to the presence of the localized
negative charge, the local geometry of polaron-bearing mol-
ecules characterizes by shortening of C-N bonds on 0.1 Å
and the elongation of O-N bonds on 0.4 Å. However, the
rotation angles of nitro groups with respect to the molecular
plane increase by 5° /20° and 6° /10°, i.e., less pronounced
then in the periodic model.

ECM modeling of a hole polaron has also shown its de-
localization in the perfect lattice. Relaxation of the lattice
leads to localization of the polaron on two molecules in ad-
jacent layers. However, the self-trapping energy of a hole,
1.2 eV, is larger than that found for electron polaron. The
hole trapping induces a long-range relaxation of the lattice
up to 11 Å with displacements of the molecules with respect
to their initial positions. The distortion of polaron-bearing
molecules is expressed by a rotation of nitro groups and
slight elongation of carbon-carbon bonds. These results dem-
onstrate that the boundary conditions in ECM do not affect
the character of electron or hole localization. They do not,
however, provide a proof of electron localization as the ex-
tent and character of electron localization is known to de-
pend on the amount of Hartree-Fock exchange included in
the hybrid B3LYP functional. We note that for smaller gap
insulators, such as HfO2

16, B3LYP tends to give more reliable
predictions of the character of electron or hole localization
than for wider gap oxides, such as MgO or SiO2

16.
To test whether the charge localization obtained in

DADNE is an artifact of the B3LYP functional, we carried
out similar calculations for tetracene. This crystal has a very
similar band gap �about 3 eV� and tetracene molecules also
have double C=C bonds, however no lattice polaron �i.e.,
electron or hole localization� has been observed in this
material.10 Therefore, if using B3LYP would lead to artificial
polaron localization, this would indicate that our predictions
for DADNE could be also flawed. We used a 1�2�1
B3LYP optimized supercell, with the parameters a=8.60 Å,
b=13.11 Å, and c=12.26 Å. A distortion �elongation� in
one of the C=C bonds was introduced as a precursor for the
polaron state. The two C atoms have different environments,
one of them being bonded to C and H atoms and the other
being attached only to C atoms. An electron was added to the
supercell to produce the polaron state and the excess charge
was compensated by a charged background. Then, the sys-
tem was allowed to relax to the minimum total energy. The
resulting structure shows the electron delocalized among all
the C atoms in the structure and no lattice polaron was
formed, in agreement with experimental data.55 This result
suggests that the electron and hole localization obtained in
DADNE using the B3LYP functional could be indeed a real
effect.

V. SUMMARY AND CONCLUSIONS

We applied ECM to studying the proton transfer and elec-
tron and hole localization in DADNE. The problem of the

hydrogen �or proton� transfer is as important as it is compli-
cated and is far from solution and completion, equally in
energetic solids and in other materials.56,57 Our paper sheds
some light on the mechanisms of the proton transfer and
HONO-isomer formation in the chemical decomposition of
DADNE. In particular, we demonstrate that HONO forma-
tion cannot be considered as a precursor for the thermal de-
composition of crystalline DADNE. This suggests that the
observed NO products in the course of thermal decomposi-
tion of solid DADNE �Refs. 44 and 45� should arise prima-
rily from the nitro-to-nitrite isomerization2,3,58 and H2O most
likely stems from secondary reactions. The obtained conclu-
sions confirm that intermolecular interactions in the lattice
are very important for describing these processes in a solid
state.56,58

Our periodic and ECM calculations suggest that both
electrons and holes can self-trap in DADNE. We predict that
in static approximation using B3LYP functional, an extra
electron or a hole can break the lattice translational symme-
try, becoming localized at its self-induced local distortion.
We did not study the polaron hopping between equivalent
neighboring lattice sites, however, the relatively large self-
trapping energies of about 0.5 eV suggest that it is a likely
mechanism of conductivity at room temperature.

The results of this work demonstrate that the ECM
method can serve as a useful tool for modeling chemical
reactions, defect structures, and defect-induced processes in
molecular crystals. It allows us to take into account both the
short-range interaction between molecules and the long-
range effects of the electrostatic potential and the defect-
induced lattice distortion using a combination of quantum-
chemical methods and classical force fields. Application of
this method to a broad class of molecular materials can help
to uncover details of the initiation of chemistry under a va-
riety of conditions, including the presence of lattice imper-
fections, elevated pressure and temperature, and high radia-
tion fields.
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